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THE VON NEUMANN ARCHITECTURE 

 

The task of entering and altering programs for the ENIAC was extremely tedious. The 

programming process can be easy if the program could be represented in a form suitable for 

storing in memory alongside the data. Then, a computer could get its instructions by reading 

them from memory, and a program could be set or altered by setting the values of a portion of 

memory. This idea is known a the stored-program concept. The first publication of the idea 

was in a 1945 proposal by von Neumann for a new computer, the EDVAC (Electronic Discrete Variable 

Computer) 

In 1946, von Neumann and his colleagues began the design of a new stored-program 

computer, referred to as the IAS computer, at the Princeton Institute for Advanced Studies. 

The IAS computer, although not completed until 1952, is the prototype of all subsequent 

general-purpose computers. 

 
 

 
 

It consists of 

 A main memory, which stores both data and instruction 

 An arithmetic and logic unit (ALU) capable of operating on binary data 

 A control unit, which interprets the instructions in memory and causes them to be 

executed 

 Input and output (I/O) equipment operated by the control unit 



 
BUS STRUCTURES: 

 

 

Bus structure and multiple bus structures are types of bus or computing. A bus is basically a 

subsystem which transfers data between the components of Computer components either 

within a computer or between two computers. It connects peripheral devices at the same 

time. 

- A multiple Bus Structure has multiple inter connected service integration buses and for each 

bus the other buses are its foreign buses. A Single bus structure is very simple and consists of 

a single server. 

 

- A bus cannot span multiple cells. And each cell can have more than one buses. - Published 

messages are printed on it. There is no messaging engine on Single bus structure 

I) In single bus structure all units are connected in the same bus than connecting different 

buses as multiple bus structure. 

II) Multiple bus structure's performance is better than single bus structure. Iii)single bus 

structure's cost is cheap than multiple bus structure. 

 

Group of lines that serve as connecting path for several devices is called a bus (one bit per 

line). 

Individual parts must communicate over a communication line or path for exchanging 

data, address and control information as shown in the diagram below. Printer example – 

processor to printer. A common approach is to use the concept of buffer registers to hold the 

content during the transfer. 

 
 

 
Buffer registers hold the data during the data transfer temporarily. Ex: printing 

 
 

Types of Buses: 



1. Data Bus: 

Data bus is the most common type of bus. It is used to transfer data between different 

components of computer. The number of lines in data bus affects the speed of data transfer 

between different components. The data bus consists of 8, 16, 32, or 64 lines. A 64-line data 

bus can transfer 64 bits of data at one time. 

 

The data bus lines are bi-directional. It means that : 

CPU can read data from memory using these lines CPU can write data to memory locations 

using these lines 

 
2. Address Bus: 

Many components are connected to one another through buses. Each component is assigned a 

unique ID. This ID is called the address of that component. It a component wants to 

communicate with another component, it uses address bus to specify the address of that 

component. The address bus is a unidirectional bus. It can carry information only in one 

direction. It carries address of memory location from microprocessor to the main memory. 

 

3. Control Bus: 

Control bus is used to transmit different commands or control signals from one component to 

another component. Suppose CPU wants to read data from main memory. It will use control is 

also used to transmit control signals like ASKS (Acknowledgement signals). A control signal 

contains the following: 

1 Timing information: It specifies the time for which a device can use data and address bus. 

2 Command   Signal:   It    specifies    the    type    of    operation    to    be    performed. 

Suppose that CPU gives a command to the main memory to write data. The memory sends 

acknowledgement signal to CPU after writing the data successfully. CPU receives the signal 

and then moves to perform some other action. 

 

SOFTWARE 

If a user wants to enter and run an application program, he/she needs a System Software. 

System Software is a collection of programs that are executed as needed to perform functions 

such as: 

 

• Receiving and interpreting user commands 

• Entering and editing application programs and storing then as files in secondary storage 



devices 

• Running standard application programs such as word processors, spread sheets, games 

etc… 

Operating system - is key system software component which helps the user to exploit the 

below underlying hardware with the programs. 

 

Types of software 

A layer structure showing where Operating System is located on generally used software 

systems on desktops 

 
System software 

System software helps run the computer hardware and computer system. It includes a 

combination of the following: 

 device drivers

 operating systems

 servers

 utilities

 windowing systems

 compilers

 debuggers

 interpreters

 linkers

The purpose of systems software is to unburden the applications programmer from the often 

complex details of the particular computer being used, including such accessories as 

communications devices, printers, device readers, displays and keyboards, and also to 

partition the computer's resources such as memory and processor time in a safe and stable 

manner. Examples are- Windows XP, Linux and Mac. 

Application software 

Application software allows end users to accomplish one or more specific (not directly 

computer development related) tasks. Typical applications include: 

 
 

 

 

 



onal software 
 

 



 

 

 

 
 

 

 

 

 

Application software exists for and has impacted a wide variety of topics. 
 
 

 
PERFORMANCE 

The most important measure of the performance of a computer is how quickly it can 

execute programs. The speed with which a computer executes program is affected by the design 

of its hardware. For best performance, it is necessary to design the compiles, the machine 

instruction set, and the hardware in a coordinated way. 

 

The total time required to execute the program is elapsed time is a measure of the 

performance of the entire computer system. It is affected by the speed of the processor, the disk 

and the printer. The time needed to execute a instruction is called the processor time. 

 

Just as the elapsed time for the execution of a program depends on all units in a 

computer system, the processor time depends on the hardware involved in the execution of 

individual machine instructions. This hardware comprises the processor and the memory which 

are usually connected by the bus as shown in the fig c. 

 

The pertinent parts of the fig. c are repeated in fig. d which includes the cache memory 

as part of the processor unit. 

 



 

 

Let us examine the flow of program instructions and data between the memory and the processor. At the start of 

execution, all program instructions and the required data are stored in the main memory. As the execution 

proceeds, instructions are fetched one by one over the bus into the processor, and a copy is placed in the cache 

later if the same instruction or data item is needed a second time, it is read directly from the cache 

The processor and relatively small cache memory can be fabricated on a single IC chip. 

The internal speed of performing the basic steps of instruction processing on chip is very high 

and is considerably faster than the speed at which the instruction and data can be fetched from 

the main memory. A program will be executed faster if the movement of instructions and data 

between the main memory and the processor is minimized, which is achieved by using the 

cache. 

 

For example:- Suppose a number of instructions are executed repeatedly over a short period of 

time as happens in a program loop. If these instructions are available in the cache, they can be 

fetched quickly during the period of repeated use. The same applies to the data that are used 

repeatedly. 

 

Processor clock: - 

Processor circuits are controlled by a timing signal called clock. The clock designer the 

regular time intervals called clock cycles. To execute a machine instruction the processor divides 

the action to be performed into a sequence of basic steps that each step can be completed in one 

clock cycle. The length P of one clock cycle is an important parameter that affects the processor 

performance. 

Processor used in today’s personal computer and work station have a clock rates that 

range from a few hundred million to over a billion cycles per second. 

 
Basic performance equation 

We now focus our attention on the processor time component of the total elapsed time. 

Let ‘T’ be the processor time required to execute a program that has been prepared in some 

high-level language. The compiler generates a machine language object program that 

corresponds to the source program. Assume that complete execution of the program requires the 

execution of N machine cycle language instructions. The number N is the actual number of instruction 

execution and is not necessarily equal to the number of machine cycle instructions in the object 

program. Some instruction may be executed more than once, which in the case for instructions inside a 

program loop others may not be executed all, depending on the input data used 

Suppose that the average number of basic steps needed to execute one machine cycle 

instruction is S, where each basic step is completed in one clock cycle. If clock rate is ‘R’ 

cycles per second, the program execution time is given by 

T=N*S/R 



 

 

this is often referred to as the basic performance equation. 
 
 

We must emphasize that N, S & R are not independent parameters changing one may 

affect another. Introducing a new feature in the design of a processor will lead to improved 

performance only if the overall result is to reduce the value of T. 

 
Pipelining and super scalar operation: - 

We assume that instructions are executed one after the other. Hence the value of S is the 

total number of basic steps, or clock cycles, required to execute one instruction. A substantial 

improvement in performance can be achieved by overlapping the execution of successive 

instructions using a technique called pipelining. 

 

Consider Add R1 R2 R3 

This adds the contents of R1 & R2 and places the sum into R3. 
 
 

The contents of R1 & R2 are first transferred to the inputs of ALU. After the addition 

operation is performed, the sum is transferred to R3. The processor can read the next instruction 

from the memory, while the addition operation is being performed. Then of that instruction also 

uses, the ALU, its operand can be transferred to the ALU inputs at the same time that the add 

instructions is being transferred to R3. 

 
In the ideal case if all instructions are overlapped to the maximum degree possible the 

execution proceeds at the rate of one instruction completed in each clock cycle. 

 
 

 

 

 

 

 

 

 

 

 


