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           Important Probability Distributions 

Lecture#3 Important Probability Distributions 

1- Uniform Distribution  
In uniform random variable the pdf f(x) is constant for the whole range of the continues 

random variable x.    In general, the pdf is given by: 

𝒇(𝒙) = {

𝟏

(𝒃 − 𝒂)
         𝒂 < 𝒙 < 𝒃

𝟎           𝒆𝒍𝒔𝒆𝒘𝒉𝒆𝒓𝒆

 

 

and:   �̅� =  
𝑎+𝑏

2
          𝑥2 =

𝑏2+𝑎𝑏+𝑎2

12
      𝜎2 = 𝑥2 − 𝑥

2
   (Verify) 

An example of uniform source is the random binary source that has the probability of 

binary “0” identical to the probability of binary “1”. 

Q- For a=2 and b=4, sketch f(x), then find  �̅� ,   𝑥2,  and  𝜎2 

2- Binomial Distribution (or Repeated Bernoulli Trials)  
 

This is an example of discrete random variable.  Any experiment with two outcomes 

only and repeated n times can be considered as Binomial distribution.  This is the same 

expression used in binomial expansion and its combination coefficients in Lecture#3.  

 

Let the two outcomes called the “Success event” with probability of Ps and the 

“Failure event” with probability of PF.  Clearly: 

Ps = The probability of the success event in single trial and (Ps+ PF) =1. 

 

Define the random variable of the binomial distribution as (k), where : 

k= Number of times that the success event occurred out of n trials 

 

The probability that exactly the success event occurred for k times is given by: 

𝑃(𝑘) =  (𝑛
𝑘

). 𝑃𝑠
𝑘𝑃𝐹

𝑛−𝑘   or   𝑃(𝑘) =  
𝑛!

𝑘!.(𝑛−𝑘)!
𝑃𝑠

𝑘(1 − 𝑃𝑆)𝑛−𝑘 

  

In above equation k=0,1,2,3,…….n  and     ∑ 𝑃(𝑘) = 1𝑎𝑙𝑙 𝑘   

With   mean value: �̅� = 𝑛. 𝑃𝑆  and variance 𝜎2 = 𝑛. 𝑃𝑆𝑃𝐹  also: 𝑘2̅̅ ̅ = 𝜎2 + (�̅�)2 



 

   E-mail: ak.kadhim@uomus.edu.iq 

 Information Theory and Codingاسم المادة :

أ.د. عبدالكريم عبدالرحمن كاظم اسم التدريسي :      

الرابعة المرحلة :       

2024-2023  السنة الدراسية :  

    :عنوان المحاضرة 

 

 

 

Example  

Consider an experiment of tossing fair die for 8 times, then find the probability of: 

a) Exactly 4 times the outcome 3 occurred. 

b) The outcome 5 occurred at least 6 times 

c) An odd number occurred at most 7 times 

d) No odd occurred   

 

Solution: 

Since we have repeated trials and the required probabilities are for the occurrence of certain 

outcome, then the experiment is Bernoulli trials.  Thus, in each case we need to define the 

success outcome with 𝑘 𝑎𝑛𝑑 𝑃𝑆. Bearing in mind that the total number of trials in each case 

is n=8. 

 

a) The success outcome or event is 3, while k=4 with  𝑃𝑆=P(outcome=3) in single trial.  

Thus,   𝑃𝑆 = 1/6 and clearly 𝑃𝐹 = 5/6 

       ∴  𝑃(𝑘 = 4) =  (𝑛
𝑘

). 𝑃𝑠
𝑘𝑃𝐹

𝑛−𝑘 =  (8
4
). (

1

6
)4. (

5

6
)4 = 

 

b) The success outcome or event is 5, while k=6 or 7 or 8 with  𝑃𝑆=P(outcome=5) in single 

trial.  Thus,   𝑃𝑆 = 1/6 and clearly 𝑃𝐹 = 5/6 

       ∴  𝑃(𝑘 = 6 𝑜𝑟 7 0𝑟 8) = 𝑃(𝑘 = 6) + 𝑃(𝑘 = 7) + 𝑃(𝑘 =  8) 

                                                    = ∑ (𝑛
𝑘

)𝑘=6,7,8 . 𝑃𝑠
𝑘𝑃𝐹

𝑛−𝑘 

                                               =  (8
6
). (

1

6
)6. (

5

6
)2 + (8

7
). (

1

6
)7. (

5

6
)1 + (8

8
). (

1

6
)8. (

5

6
)0   

 

c) The success outcome or event is “Odd Number”, while k=0,1,2…7, with 

 𝑃𝑆=P(outcome=Odd) in single trial.  Thus,   𝑃𝑆 =
3

6
= 1/2 and clearly 𝑃𝐹 = 1/2. 

     ∴  𝑃(𝑘 = 0,1,2 … .7) = 𝑃(𝑘 = 0) + ⋯ . . +𝑃(𝑘 = 7) =∑ (𝑛
𝑘

)𝑘=0,1,2…7 . 𝑃𝑠
𝑘𝑃𝐹

𝑛−𝑘 

The above is very complex to calculate, then one may use the following instead: 

 

𝑃(𝑘 = 0,1,2 … .7) = 1 −  𝑃(𝑘 = 8) = 1 −  (8
8
). (

1

2
)8. (

1

2
)0 = 1 − 2−8   (check) 

 

d) No odd occurred (you solve it) 
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3- Normal or Gaussian Distribution  
The normal or Gaussian pdf is the most known distribution since it models almost all-natural 

behavior of experiment or sample space available in normal life.  The expression of f(x) 

takes the Gaussian shape (sometimes called bell shape) and the expression is governed by 

the variance and the mean value of x.  Gaussian or Normal distribution pdf is given by: 

f(x)= 
1

𝜎 √2𝜋
𝑒−(𝑥−𝑥)2 2𝜎2⁄    𝑓𝑜𝑟   −∞ < 𝑥 < ∞ 

The following is a plot of normal pdf f(x) with mean 𝑥 = 13.5  and standard deviation 𝜎 =

2.5  as an example: 

 

The change in the mean affect the positioning of the mean (shift of the curve to the left or 

right).  The peak value in f(x)-axis of the distribution is determined by  
1

𝜎 √2𝜋
 while the 

center of the peak in the x-axis is at the mean 𝑥 (𝑖. 𝑒 𝑎𝑡 𝑥 = 𝑥).   The following Normal 

curves with different  𝜎  and the mean is fixed at 𝑥 = 0. 
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In any case (of the mean or the variance) the total area under normal curve is unity since it 

is a pdf, so: 

∫ 𝑓(𝑥)𝑑𝑥 =  ∫  
1

𝜎 √2𝜋
𝑒−(𝑥−𝑥)2 2𝜎2⁄   𝑑𝑥 = 1 

∞

−∞

∞

−∞

 

 

4- The Poisson Distribution 
A discrete random variable taking unbounded positive values obeys a Poisson law with 

parameter A if its distribution is given by: 

 

𝑃(𝑘) =
𝐴𝑘

𝑘!
 𝑒−𝐴   for k=0,1,2,3……. 

 

 With mean and variance given      𝑥 = 𝐴          𝑎𝑛𝑑          𝜎2 = 𝐴 

 

The main application of Poisson distribution is related to queuing applications as in network 

access trials and cell phone calls (k is the number of users asking for the connection service.  It 

is also an accurate approximation of binomial distribution for the case where 

𝑃𝑆 𝑜𝑟 𝑃𝐹  become very small and 𝑛 very large. 

 

5- The Exponential Distribution 
Exponential distribution has a quite distinct position in traffic, queueing and reliability domains. 

The distribution depends on a single parameter, traditionally denoted as µ in the tele traffic field, 

and the density function is given by: 

 

 
 


