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Learning and Adaptation 

  

Rule Learning Delta 3. 
 

 

The Algorithm of Delta Learning Rule can be describing as follows:  
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Example 1: 
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Example 2:  

 Perform two training steps of neural network, using the delta learning rule for λ 
= 1 and c = 0.25. Train the network using the following data pairs 

 
 
  
 
 

The initial weights are W1 = [1 0 1]t and f(net) is bipolar continuous activation 
function. 
 

 

 Solution:  

 
 f (net) = ½[1-     )] 

net1= W1* X1 =  [1 0 1] *[
 
 
  

] = 1 

O1 = f(net1) = 0.47 

Since Sgn(O1) not equal d1 (-1) the correction is necessary 

F
-
(net1)=1/2(1-O1)

2
 = ½(1- (0.47)

2
) = 0.39 

W2=W1 + c(d1-O1) F
-
 (net1)*X1 

W2=[1 0 1] + 0.25(-1-0.47)*0.39 * [
 
 
  

] = [1 0 1] + (- 0.14) * [
 
 
  

] 

=[
 
 
 
]+ [

     
 

    
]=    [

    
 

    
]  
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net2 = W2* X2 =  [0.72 0  1.14] * [
 
  
  

]= -0.42 

O2= f(net2) = -0.2 

Since Sgn(O2) not equal d2 (1) the correction is necessary 

F
-
 (net2)=1/2(1-O

2
) = ½ (1- (-0.2)

2
 ) = 0.48 

W3=W2 + c(d2-O2) F’(net2)*X2 

W3 = [
    
 

    
] + 0.25 (1+0.2) * 0.48 * [

 
  
  

] 

 

W3 = [
    
 

    
] +[

     
      
      

]  =  [
     
      
     

]    

 


