
 
 

  
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 

Subject Name: Numerical analysis  

3rd Class, Second Semester 

Academic Year: 2024-2025 

Lecturer: Dr. Amir N.Saud 

Email: amir-najah@uomus.edu.iq 

   

 

 

Lecture No. 6

Lecture Title: Least square fitting: the best-fitted line; 

parabolic least square fitting (part3)

mailto:amir-najah@uomus.edu.iq


3. Iterative Methods

We can use iteration methods to solve a system of linear equations when
the coefficient matrix is diagonally dominant. This is ensured by the set of
sufficient conditions given as follows,

Jacobi Iteration Method:

The iterations are
continued till the
desired accuracy is
achieved. This is
checked by the
relations,



Gauss-Seidel Iteration Method:

This is a simple modification of the Jacobi iteration. In this
method, at any stage of iteration of the system, the improved
values of the unknowns are used for computing the components
of the unknown vector.

- It is clear from above that for computing 𝑥2
(𝑘+1) , the

improved value of 𝑥1
(𝑘+1) is used instead of; 𝑥1

(𝑘) and for
computing 𝑥3

(𝑘+1) the improved values 𝑥1
(𝑘+1) and 𝑥2

(𝑘+1) are
used.

- Finally, for computing 𝑥𝑛
(𝑘) , improved values of all the

components 𝑥1
(𝑘+1), 𝑥2

(𝑘+1),..., 𝑥𝑛−1
(𝑘+1) are used.

- Further, as in the Jacobi iteration, the iterations are continued
till the desired accuracy is achieved.



Example: Solve the following system by Gauss-Seidel iteration method.

It is evident that the coefficient matrix is
diagonally dominant and the sufficient
conditions for convergence of the Gauss-
Seidel iterations are satisfied, since:

Thus the solution correct to three significant digits
can be written as x1 = 1.14, x2 = 2.13, x3 = 2.98.



Example: Solve the following system by Gauss-Seidel iterative
method correct upto four significant digits.

Hence the solution correct to four significant figures is:
x1 = 1.0000, x2 = 2.000, x3 = 3.000, x4 = 0.000.



Example: Find the inverse of the following matrix A by
Gaussian elimination method.



Example: Compute the inverse of the following matrix by
Gauss-Jordan elimination.


