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Numerical Analysis

Introduction

Numerical analysis: is the study of algorithms, the problems of continuous
mathematics, it's concerned with the mathematical derivation, description
and analysis of methods to obtaining numerical solution for mathematical
problems.

Numerical analysis is similar in that problems solved, but the only
procedures that are used are arithmetic: add, subtract, multiply, divide and
compare.

Differences between analytical solutions and numerical solutions:

1) An analytical solution is usually given in terms of mathematical
functions. The behavior and properties of the function are often apparent.
However, a numerical solution is always an approximation. It can be
plotted to show some of the behavior of the solution.

2) An analytical solution is not always meaningful by itself.
Example: V3 as one of the roots of x3 — x% — 3x + 3 =0

3) While the numerical solution is an approximation, it can usually be
evaluated as accurate as we need. Actually, evaluating an analytic solution
numerically is subject to the same errors.

Error analysis

There are four common ways to express the size of the error in a
computed result:

1- Absolute error (true error) = |[True value - Approximate value|

* 100 %

True error

2- Relative true error g % =

True valve

3- Approximate error (Sa): | New approximate value - old approximate value|

Approxmaite error

* 100 %

Relative Approximate error (g,) % = ,
approxmiate valve


mailto:amir-najah@mustaqbal-college.edu.iq
https://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=2ahUKEwj2787OnNrgAhWOyKQKHddUDnwQjRx6BAgBEAU&url=https://pt-br.facebook.com/mustaqbal.college/&psig=AOvVaw0iVqiUZHl_c84jTd_pRA7g&ust=1551298668870891

Module I: Polynomial Equations and system of linear Equation

1. Polynomial Equations

ROOT FINDING

a. Methods for Finding Location of Real Roots

1. Graphical Method:

fx)= x*+2x—-1=0

x1 = —/2 —1=-2.4142
X2 = +v2 —1=1+0.4142

X y —2.4142 + 2.4

4 23 Errorl% = > 4147 = 0.6%

3 14 . 0.4142 + 0.4

5 Error2% = 04142

1 2 = 3.42%
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x3-15.2x—-13.2=0

x3 =15.2x+13.2

£ 19 —3.357 4+ 3.2 A7 g 19 —3.357 + 3.2 A7
rror = = 4, = = 4.
or27o —3.357 0 rrorLso —3.357 0
—0.919 + 0.8 —0.919 + 0.8
Error2% = = 12.9% x1= —3.357 | Error2% = = 12.9%
0.919 2 = —0919 0.919
Error3vs = —o o2 = 4.1% 3= +4276 | Error3th = oot o 1 = 4.1%
Trrorsvo = 4276 = . 0 Xo = . Trrorosvno = 4276 = 4.1%
47+ 129+ 4.1 4.7+ 129+ 4.1
Average Error% = 3 =7.2% Average Error% = 3 =7.2%
40 x | x |yl | y2 R P h
15t root =-3.2 30 | 2" root =-0.8 5 | 358 5 1125|892 Rt -8
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” ; -3351.8 3 | 27 | 588 1% roor N
-35.6 2 | 8 |43.6
1 | -27.4 1 1 |28.4
0 |-132 0| 0 |132
-1 ] q | -1 | 2
rd _ -2 9.2 -2 -8 [-17.2 3rd root = 4.1
gt 4.1 3 | 54 3 | 27 [324
4 |-164 4 | -64 |-47.6




Example: Find the location of the root of the equation x. Inx = 1

rrorios = 763718 prrorios = 763718
rrori*o = 1763 = 4. 0 rrorlito = 1763 = 4. 0

x = 1.763

X yl | y2 X
5 |8.05]1.00 5
4 15.55]1.00 4
3 [3.30]1.00 3
2 [1.39]1.00 2
Y=x.In(x) 1 [0.00(1.00 1

root=1.8




x3 = 5x? x3—-5x%2=0

125.00]125.00
64.00 | 80.00
. 45.00
8.00 | 20.00
1.00 | 5.00
0.00 | 0.00

3rd root =5
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roots=0




2. Tabulated Method:

1. In the tabulation method, a table of values of f (x) is made
for values of x in a particular range.

2. Then, we look for the change in sign n the values of f (x)
for two consecutive values of x.

3. We conclude that a real root lies between these values of x.
This 1s true if we make use of the following theorem on
continuous functions.

Consider for example, the equation f{x) = x> — 8 + 5 = 0.
Constructing the following table of x and f (x),
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0.6 0.416
0.7 -0.257
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Error Assessment and Reduction

Average Error =

21.4% Average Error = 2.5%

f(x)=x3-8x+5=0.

Residual ERROR

—3.1004 + 3.1

0fy — — 0,
Errorl% 31004 0.13%

Error = 0.9%

£ 204 = 0.6616 — 0.67 — 0.12%
rrori‘vo = 0.6616 = U. 0

-4 -27

-3 2

-2 13

-1 12

0 5

1 -2

2 -3

3 8

4 37
x1 =—3.1004
x2 = 0.6611
x3 = 2.4393

Error =5.9%

2.4393+2.4
2.4393

Error3% = =0.3%

4 | 27

-3.3 |-4.537

-3.2 (-2.168

3.1 10.009 || Error =0.9%

-3 2

0 5 0.6 [0.416
0.5 |1.125 0.61 10.347
0.6 |0.416 0.63 |10.210
0.7 |[-0.257|| Error = 25.7% 0.65 10.075
0.8 [-0.888 0.67 [-0.059
2 -3 24 [-0.376
2.2 |-1.952 2.41 [-0.282
2.4 [-0.376| | Error = %37.6 2.42 1-0.188
2.5 10.625 2.44 {0.007
2.8 |4.552 2.45 10.106

Error=0.7%




