Example-5:

If the code of Example-4 is connected to BSC with P.=0.1 as shown below, find
probabilities of binary “0” and binary “1” at both the input and output of the
channel.
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Solution:

From the results of Example-4 we have the code table below. Now to find P(0) and P(1) at
the encoder output, we must average the lengths of zeros ([; ;) and the lengths of ones (/;; )
and then find their probabilities using the following formulas:



-

L= Yx P(x;).;

P(0) = =

Lo = Xx P(xy) . Lo

P(1) = =

Ly = 2y P(xp) . 1iq

P(1)=1-P(0)

It is also clear that: L = Lo+ L,y since [; = ljo+ l;4

S}’I;fl.lml Png:(;:ﬁlinr {iﬁ:f?;::i L I\'D.Eof 0’s I\'D.Eof 1’s

i i i,0 i1
X4 0.3 00 2 2 0
X5 0.2 11 2 0 2
X5 0.15 010 3 2 1
x5 0.12 100 3 2 1
X3 0.1 101 3 1 2
Xg 0.08 0110 4 2 2
X 0.05 0111 4 1 3

Using the above formulas one can find that:
We already have L=2.63 Bits/Symbol.
Lo= 2x P(x;) ;o =1.45

Then P(0) = =2=0.55
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P(1) = 2=

P(1)=1-P(0)=1-0.55=0.45

Li= Xy P(xi)-fi,lz 1.18




