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Matrices

A matrix, like a vector, 15 also a collection of numbers.  The difference 1s that a matrix is a table
of numbers rather than a list. Many of the same rules we just outlined for vectors above apply equally
well to matrices. (In fact, you can think of vectors as matrices that happen to only have one column or
one tow.) First, let's consider matrix addition and subtraction. This part 1s uncomplicated. You can add
and subtract matrices the same wav you add vectors — element by clement:

A+B=C
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Matrix multiplication gets a bit more complicated, since multiple clements m the first matrix
interact with multiple elements in the second to generate each element in the product matrix. This means
that matrix multiplication can be a tedious task to cary out by hand, and can be time consuming on a
computer for very large matrices. But as we shall see, this also means that, depending on the matrices we
are multiplying, we will be able to perform a vast armay of computations. Shown here is 2 simple example
of multiplying a pair of 2 ¥ 2 matrices, but this same procedure can generalize to matrices of arbitrarily

large size, as will be discussed below:
AB=D
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If vou look at what's going on here, vou may notice that what's gomng on it that we're taking dot
products between rows of the 4 matrix with columns of the 8 matrix. for example to find the entry in our
new matrix that's in the first-row-second-column position, we take the first row of A and compute 1t's dot
product with the second column of 8. Matnix multiplication and dot products are intimately linked.

When multiplying two matrices together, the twio matrices do not need to be the same size. For
example, the vector a = (4,3) from carlicr in this chapter represents a very simple matrix. 1f we multiply

this matrix by another simple matrix the result 15:

(—ﬂi 111) {:j - {—34:]
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Linear Transformations

Linear transformations are functions (functions that take vectors as inputs), but their a special subset
of functions. Linear transformations are the set of all functions that can be written as a matrix
multiplication:

v = Ax

This sees like a pretty restrictive class of function, and indeed it is. But as it turns out, these
simple functions can accomplish some surprisingly interesting things.

Consider the matrix we used for matrix multiplication in our last example.

ool
A=
=1 0
When multiplied the vector [4.3] by this matrix, we got the vector [-3,4]. If you draw those to vectors
yvou'll notice that the two vectors have the same length, but the second vector 15 rofated 90° counter
clockwise from the first vector. Coincidence?  Pick another vector, say [100, 0); that vector gets

transformed to the vector [, 100], rotating 0° from the 3 o"clock position to the 12 o’clock position. As

it turns out this is true for any vector £ you pick: ¥ will always be rotated " counter clockwise.

As it tums out our matrix 4 is a very special matrix. It's a rotation matrix — it never changes the
length of a vector, but changes every vector’s direction by a certain fixed amount — in this case 90°. This
is just one special case of a rotation matrix, We can gencrate a rotation matrix that will allow us to rotate
a vector by any angle we want. The general rotation matrix to rotate & vector by an angle & looks like

this:
cosl sind
Re=)_ sinfl cos@

First you plug in the desired value for & to caleulate the different elements of the matrix, then you

multiply the matrix by the vector and you have a rotated vector.

This may sound like an awful lot to go through when a protractor would do just as well. The
reason this is worth all the trouble is that it doesn’t stop at rotations, it doesn’t even stop at two
dimensions.  Above we defined a rotation matnix B for two dimensions. We can just as well define a
rotation matrix in three dimensions, it would just be a 3 % 3 matnx rather than the 2 % 2 one above. In

the case above, we think of the rotation matnix as “operating on” the vector to perform a rotation.
Following this terminology, we call the rotation matrix the eperator. We can make all sorts of other
lincar operators (matrixes) to do all sorts of other transformations. A few other useful linear
transformations include identity (1), Stretch and squash (5), Skew (W) and Flip (F).
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will also be a linear operator. For example if we want to rotate a vector and then stretch it we could,
premultiply those to matrices together, and the resulting matrix operator will still be lincar and will still
follow all the same rules.  So0if - R = X, then we can apply X as its own operator. Extending this, any
set of linear transformations, no mater how long can be multiplied together and condensed into a single
operator. For instance, 1f we wanted to  stretch-skew-rotate-skew-stretch-flip-rotate

(5-W-R-W-5-F-R), wecan define all of that into a single new operator ¥.
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