Permutation and combination:

Permutations involve arrangements where order matters (e.g., ABC is different
from ACB), while combinations involve selections where order does not
matter (e.g., ABC is the same as ACB). You use the permutation formula, P(n, r)
= n!'/ (n-r)!, when the sequence of selected items is important, and the
combination formula, C(n, r) = n!/ (r! * (n-r)!), when the sequence is not
important. To illustrate this let us take the following example:

If we take the letters AB then the arragment will be , AB and BA so 2
permutation and 1 combination. Another example let us take ABC then the
arrangment wii be (ABC,ACB,BAC,BCA,CAB.CBA) hence 6 permutation
and 1 combination, Another example if we take ABC and arrange it as
follows:

AB, AC, BA, BC ,CA, CB, this means n equal 3 and r equal 2. Permutation
equal 6 and combination equal 3 so, the formula of permutation is as follows:

n

p 3!
r=-—5—5-=6
(3-2)!
While in case of combination is as follows:
3! 6
C;} = — = —=3
(n—r)'r! 2
Additional examples and explaniations:
PERNMIUTATIONS
Permutations:
The total number of ways of arranging n objects, taking rat a time is given by
N o—m
(n—r)!

: - e . n!
Notation: We use the notation "P, (read as “n—p-r’) to denote '(_n——'T)" 3

.oon - n!
Thatis, P, = =)



example
the total number of arrangements of 8 books on a bookshelf if only 5 are used
solution

example  In how manv wavs can 5 bovs be arranged in a row
(a)  using three boys at a time?
(b)  using 5 boys at a time?

We have 5 boys to be arranged in a row with certain constraints.

(a)  The constraint is that we can only use 3 boys at a time. In other words, we want the
number of arrangements (permutations) of 5 objects taken 3 at atime.

From rule 4: =S F=3,
e 5! 120
Therefore, number of arrangements = Py = — = — = 60
(5-3)! 2
(b)  This time we want the number of arrangements of 5 boys taking all 5 at a time.
From rule 4: =3, rsy,
Therefore, number of arrangements = P, = g B I = 120
' (5-5)! 0!

permutations with repetitions:

The number of permutations of n objects of which n, are identical, n, are

identical, . . . , n, are identical is given by o

Example : ' How many different arrangements of the letters of the word
HIPPOPOTAMUS are there?
!
Solution : . . 39916800 arrangements.

3! x 2!



[ COMBINATIONS

On the otherhand, combinations represent a counting process where the order has no importance.
For example, the number of combinations of the letters A, B, C and D, if only two are taken at a

time, can be enumerated as:
AB,AC,AD.BC.BD.CD,
That is. the combination of the letters A and B, whether written as AB or BA, is considered as

being the same.
Instead of combination the term selection is often used.

Combinations:
The total number of ways of selecting n objects, taking r at a time is given by

—-— T
(n—=r)ir!

n

1

Notation: We use the notation ( ) (read as “n—c—r’) to denote ———— .
r (n=r)ir!

n!
That is, (”) = —%___ Note:Sometimes "C, isused instead of <n) ;
r (n=r)ir! r

Example : j; ow many ways can 5 books be selected from 8 different books?

Solution In this instance, we are talking about selections and therefore, we are looking at combinations.
Therefore we have. the selection of 8 books taking 5 at a time is equal to

8 8! 8!
(s) = =35 = 3131 = %6
Example : A sports committee at the local hospital consists of 5 members. A new

committee is to be elected, of which 3 members must be women and 2 members must be men.
How many different committees can be formed if there were originally S women and 4 men to

select from?

First we look at the number of ways we can select the women members

We have to select 3 from a possible 5, therefore, this can be done in G 3 = 10 ways.

Similarly, the men can be selected in "C, = 6 ways.

. . . 5 =
we have that the total number of possible committees= "C; x C, = 60.

Therefore,

Definition of Probability Consider a random experiment which results in a
sample space containing n(S) cases which are exhaustive, mutually exclusive and
equally likely. Suppose, out of n(S) cases, n(A) cases are favorable to an event A.
Then the probability of event A is denoted by P(A) and is defined as follows.



n(A) _ number of cases favourable to event A

P(A) = = .
n(S) number of casesin the sample space S

Complement of an event:

The complement of an event A is denoted by A and it contains all the elements
of the sample space which do not belong to A. For example: Random experiment:
an unbiased die is rolled. S = {1, 2, 3, 4, 5, 6} (i) Let A: number on the die is a

perfect square .. A={1,4} .. A={2,3,5, 6}

(i) Let B: number on the die is a prime number

B={2, 3, 5} .. B ={1,4, 6}

Note: P(A)+P(A)=1ie.P(A)=1-P(A)

For any events A and B, P(A)=P(ANB)+ P(Anﬁ)

Independent Events:

Two events A & B are said to be independent if

P(A n B) = P(A).P(B)

Note: If A & B are independent then
A & B are independent

A & B are independent

A &B are independent




A" is the complement to Al P(A") = 1-P(4)
The complement of A is | ihe set 4, ie., the set of P(A') is the probability
denoted by [A'} elements that do not that event A does not
. belong to the set A. occur.
U

The intersection of
AandB: ?'h“B_]

AN B is the intersection
of the sets A and B, i.e.,
the set of elements that
belong to both the set A

(MY A

is the probability that
both A and B occur.

and the set B. ANB
AU B is the union of the P(AUB) is the
The union of events A |cots 4 and B, i.e., the set ’ probability that either
and B: AUB of elements that belong to event A or event B (or
Aor Borboth A and B. both) occur. From this we
AUB have what is known as

the ‘Addition rule’ for
probability:

f/ANB = O the
events A and Bare said to
be disjoint. That is, they
have noelements in
common.

IfANB = & thesets A
and B are mutually
exclusive.

If A and B are mutually
exclusive events then
event A and event B

cannot occur
simultaneously, i.e.,

n(ANB)=10
=P(ANB) =0
Therefore:




General addition rule
Given two events, A and B, the probability of their union, A U B, is equal to

| PLA U B) = P(A) = P(B) — P(A N B) | — i ——

Special case of additon rule (mutually exclusive)

When two events A and B are mutually exclusive or disjoint, it means that when
A occurs, B cannot, and vice versa. This means that the probability that they both

occur, P(A N B), must be zero. Figure is a Venn diagram representation of two such
events with no simple events in common.

P(A U B) = P(A) - P(B) | ¢

When two events A and B are mutually exclusive, then P(A N B) = 0 and the
Addition Rule simplifies to

Multiplication Rule

Condidonal Probability lP( ANB) = P(4|B)xB( Ii)] == P first eolee and second choiee) = Plsecond! first) X P(fist cholce)

Tndenendence P(ANB) = P(4)xP(B)

Conditional probability
If the events are not independent, one event affects the probability for the other

event, In this case conditional probability must be used, The conditional pre:4bil-
ity of B given that A occurs, or on condition that A occurs, is written Pr [ByAal].
This is read as the probability of B given A, or the probability of B on condition
that A occurs,

Independence : Two events, A and B, are said to be independent if and only if the

probability of event B is not influenced or changed by the occurrence of event A, or
vice versa




Explanation of conditional probability:

Let S be a finite sample space of a random experiment and A, B are events, such
that P(A) >0, P(B) > 0. If it is known that the event B has occurred, in light of
this we wish to compute the probability of A, we mean conditional proba bility
of A given B. The occurrence of event B would reduce the sample space to B,
and the favourable cases would now be A N B.

1IP(B) > 0. P(A) > 0 Cuay (iaa By Ay il gde 4030 13 gaa de pld S ¢Sl
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A-—-B-(new-favourable set)

A | Sample
space
B

B-(new-sample-space)

Notation The conditional probability of 4 given B is de-

noted by p(i)
B




