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Course Description Form

1. Course Name:

Information Theory and Coding

2. Course Code:

MU0224003

3. Semester / Year:

Yearly

4. Description Preparation Date:

25-9-2024

5. Available Attendance Forms:

Attendance Only

6. Number of Credit Hours (Total) / Number of Units (Total)

Theoretical / 2 practical /2 Total /4 units/ 6

7. Course administrator's name (mention all, if more than one name)

Name: Dr. Abdulkareem Abdulrahman Kadhim

Email: ak.kadhim@uomus.edu.iq

8. Course Obijectives

Course Objectives | The main objective of the subject are:

1- Graduating a computer technical engineer who has an understanding of how to
calculate information transmitted over networks and communications systems
and from various sources.

2- Utilizing the graduate’s understanding of the subject for the purpose of designing
methods for encoding information to ensure the best transmission.

3- The ability to design encoders that can detect and correct errors in transmission.

4- Motivating graduates to develop their skills towards developing thinking by
proposing efficient coding methods.

9. Teaching and Learning Strategies

Strategies | Teaching and learning strategies are summarized as follows:
1. Giving lectures, solutions, and practical lessons.

2. Employing mathematical and programming skills to understand the material and design
different coding methods.

3. Adopting homework and activities in the form of discussions, issues, and projects, and work
to solve the problems in groups.
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Learning

Outcomes

1- Understand the basics of information theory and coding.

4- Designing the basic types of source and channel encoders.

7- Interaction and problem solving in groups.

5- Apply examples of source and channel coding using MATLAB.

6- Developing the ability to read in depth and extract useful knowledge.

Knowledge, understanding and skills outcomes where students are expected to:

2- Measuring information and the efficiency of the information transmission channel.

3- Analysis of different techniques for source encoding and data compression.

8- Submitting scientific academic presentations according to approved rules

10. Course Structure

Required No. of
Evaluation . . . Hrs Week
Method Learning Methods Units or parts Learning (Theo. & | No.
Outcomes
Pract.)
. In class and Lab . -
\
Quiz Lecture Review of probability Theory 8 1,2
In class Inclass and Lab | Random Variables as Information
. i 1.2 8 3,4
Discussion Lecture Sources
Examil In class and Lab Deflnlt_lon of Information and 1.2 12 5.6.7
Lecture Entropies
. In class and Lab | Transmission of Information over
Quiz Lecture Discrete and Continues channels 3.6 12 8,9.10
Inclass and Lab | Average Mutual Information and 11,12,
Homework Lecture Channel Capacity. 123 12 13
Mid-1 In class and Lab | Nyquist Theorem and 5 12 14,15
Exam Lecture Shannon Hartley Equation ,16
-- Design Problem | Source Encoding and Compression 2,3 8 17,18
In class In class and Lab | Design of Variable Length Coders 3 8 19.20
Discussion Lecture (Shannon-Fano, Huffman) ’
Data Compression Techniques
Report (RLE, LZ77) 3,6,8 8 21,22
In class In class and Lab | Channel Coding Basic Idea and
. . e 5,6,7 4 23
Discussion Lecture Classification




Mid-2 In class and Lab Error Correction and Detection
Codes (Repetition and Check 5,7 8 24,25
Exam Lecture
Codes)
----- Design Problem Linear .BIOCk Codes & 5,6,7,8 8 26,27
Hamming Code
Exam#2 In CIESS and Lab Cyclic Redundancy Code (CRC) 5,6 8 28,29
ecture
Report Speech Coding and VVocoders. 6,8 4 30

11. Course Evaluation

Distributing the score out of 100 according to the tasks assigned to the student such as daily
preparation, daily oral, monthly, or written exams, reports .... etc as shown below:

Final Final | Yearly 2" Semester 1% Semester

Mark Exam Effort Term | Activiti | Practic Term Actlylt Practic
Exam. es al | Exam. ies al

\ “ O O \ . (o] \ L \ . o \ 0

12. Learning and Teaching Resources

1-J. C. Moreira & P.G. Farrell, “Essentials of Error Control
Coding”, 1st Ed., Prentice Hall, 2006

Required Text Books

wei Hsu, “Analog and Digital Communications”, 2"
Edition, Schaum’s Outline Series. McGraw-Hills, 2003.

References G. Fiche & G. Hébuterne, “Mathematics for Engineers”, 1st

Ed., John Wiley & Sons, Inc., 2007

Supporting Books and references ( Reports

, papers, Journals ....... etc

Links for electronic resources and lectures https://www.uomus.edu.ig/cvlec.aspx?LeclD=2044




